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Abstract
Objective.Mild cognitive impairment (MCI) is a precursor to Alzheimer’s disease (AD)which is an
irreversible progressive neurodegenerative disease and its early diagnosis and intervention are of great
significance. Recently,many deep learningmethods have demonstrated the advantages ofmulti-
modal neuroimages inMCI identification task.However, previous studies frequently simply
concatenate patch-level features for predictionwithoutmodeling the dependencies among local
features. Also,manymethods only focus onmodality-sharable information ormodality-specific
features and ignore their incorporation. This work aims to address above-mentioned issues and
construct amodel for accurateMCI identification.Approach. In this paper, we propose amulti-level
fusion network forMCI identification usingmulti-modal neuroimages, which consists of local
representation learning and dependency-aware global representation learning stages. Specifically, for
each patient, wefirst extractmulti-pair of patches frommultiple same position inmulti-modal
neuroimages. After that, in the local representation learning stage,multiple dual-channel sub-
networks, each of which consists of twomodality-specific feature extraction branches and three sine-
cosine fusionmodules, are constructed to learn local features that preservemodality-sharable and
modality specific representations simultaneously. In the dependency-aware global representation
learning stage, we further capture long-range dependencies among local representations and integrate
them into global ones forMCI identification.Main results. Experiments onADNI-1/ADNI-2 datasets
demonstrate the superior performance of the proposedmethod inMCI identification tasks (Accuracy:
0.802, sensitivity: 0.821, specificity: 0.767 inMCI diagnosis task; accuracy: 0.849, sensitivity: 0.841,
specificity: 0.856 inMCI conversion task)when comparedwith state-of-the-artmethods. The
proposed classificationmodel has demonstrated a promising potential to predictMCI conversion and
identify the disease-related regions in the brain. Significance.We propose amulti-level fusion network
forMCI identification usingmulti-modal neuroimage. The results onADNI datasets have
demonstrated its feasibility and superiority.

1. Introduction

Mild cognitive impairment (MCI) is a condition inwhich an individual hasmild butmeasurable changes in
thinking abilities that do not affect daily activities (Association et al 2016). Partial old people withMCI
(especially thosewith progressiveMCI) are likely to suffer fromAlzheimer’s disease (AD) in the future, which is
an irreversible disease (Kantarci et al 2009,Mitchell and Shiri-Feshki 2009). Timelymedical intervention can
help delay the deterioration process by discovering significant biomarkers and structural changes in the early
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stage. In clinical practices, neuroimages, such asmagnetic resonance imaging (MRI) and positron emission
tomography (PET), atrophy status and brain function information (Hosseini-Asl et al 2016, Singh et al 2017,
Zhang et al 2019a). Therefore, various neuroimage-based computer-aided diagnosis (CAD)methods have been
developed forMCI status identification (Leandrou et al 2018). In general, exitingMCI identification approaches
can be roughly classified into two categories, including traditionalmachine learningmethods (Escudero et al
2012, Cheng et al 2015, Liu et al 2015, Liu et al 2016,Nie et al 2016, Tong et al 2016, Liu et al 2017a, Zhou et al
2019, Ansart et al 2021) and deep learningmethods (Cui and Liu 2018, Liu et al 2018a, Li and Fan 2019, Spasov
et al 2019, Zhang et al 2019b, Fang et al 2020, Lian et al 2020, Zhang and Shi 2020). The traditionalmhachine
learningmethods refer to threemain steps: (1) identifying the regions of interest (ROIs), (2) extracting features
fromROIs, and (3) constructing the classifier. Recently, deep learningmethods have shown promising potential
in the field of brain disease identification. Different from traditionalmachine learningmethods, they can not
only learn features in a data-drivenmanner but also jointly conduct discriminative feature learning and classifier
modeling (Cui and Liu 2018, Li and Fan 2019, Lian et al 2020).With the development of newneuroimaging
technologies,many studies have demonstrated thatmulti-modal neuroimages can advance brain disease
diagnosis, especially in cognitive impairment evaluation. For example, Zhang et al (2019b)proposed a deep
learning network to combinemulti-modal neuroimage inwhich two convolutional neural networks (CNNs) in
conjunctionwith clinical neuropsychological information are conducted to distinguish AD fromNC. Liu et al
(2018a) constructed cascadedCNNs to learnmulti-level andmulti-modal features fromMRI and PET images
for AD classification. Fang et al (2020) employed three CNNs to generate a probabilistic score for the input slices
of eachmodality and fused the probabilistic scores to train an ensemble classifier for prediction. Zhang and Shi
(2020) proposed a deepmulti-modal fusionmodel based onMRI and PET images for the early diagnosis ofMCI
conversion by learning the synergy between themulti-modal data. Researchers developed a graph-based deep
neural network (Zhang et al 2021) to simultaneouslymodel brain structure and function information using
structuralMRI and functionalMRI tomaximize the capability of differentiatingMCI patients from elderly
normal controls (NC). Although thesemethods significantly improve diagnostic performance, theymerely
focus on eithermodality-sharable information ormodality-specific representations, or the simple
concatenation of both, thereby the complementary informationwithinmulti-modal data is still not fully
exploited.

However, deep learningmethods forMCI diagnosis are usually hindered by the overfitting issue due to the
limited sample size, to tackle which, several studies have proposed to extract local patches from thewhole
volume as a data augmentation strategy. For example, Liu et al (2019) proposed aweakly supervised densely
connected neural network (wiseDNN) based onmulti-scale patches centered on disease-related anatomical
landmarks for predictingmultiple types of clinicalmeasures. Lian et al (2018) constructed a hierarchical fully
convolutional network to automatically identify discriminative locations inMRI images, onwhichmulti-scale
representations are generated to construct the hierarchical classifier forMCI conversion prediction. Liu et al
(2018b) proposed a deepmulti-taskmulti-channel learning framework for joint brain disease classification and
clinical score regression using both landmark-around patches and demographic information of subjects.
Despite the fact that those patch-basedmethods have shown impressive accuracy, they simply concatenate
patch-level features for diagnosis withoutmodeling the dependencies among local features and ignore the
correlation of brain regions, whichmay result in sub-optimal performance. In this paper, we propose amulti-
level fusion network (MFN) forMCI identification usingmulti-modal neuroimages, which consists of local
representation learning and dependency-aware global representation learning stages. The framework of our
proposed networks is illustrated in figure 1. Specifically, for each patient, we extractmulti-pair of patches from
multiple same position in themulti-modal neuroimages. Then, in the local representation learning stage, we
constructmultiple dual-channel sub-networks (DCSs), each of which consists of two branches ofmodality-
specific feature extraction (MFE)units and three sine-cosine fusion (SCF)modules, to learn local
representations frommulti pair of patches. ThreeMFEunits in each branch are designed to extractmulti-level
modality-specific features while three SCFmodules are devised to simultaneously learnmodality-specific and
modality-sharable representations along spatial and channel directions frommulti-modal features of two
branches. In the dependency-aware global representation learning stage, we additionally employ the long-range
dependency capture (LRDC)module tomodel the correlations among local representations and integrate them
into global ones forMCI identification. Themain contributions of this paper are summarized as follows:

• Wepropose amulti-level fusion network forMCI identificationwithmulti-modal neuroimages, and
extensive experiments on public datasets demonstrate its superior abilities of generalization and biomarker
localization.
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• Multiple DCSs based onmulti-pair of patches, each of which consists of two branches of threeMFEunits and
three SCFmodules, are constructed to learn local features that preserve bothmodality-sharable andmodality-
specific representations along spatial and channel directions.

• Weemploy the LRDCmodule tomodel the long-range dependencies among local representations, based on
which global representations are learned forMCI identification.

The rest of this paper is organized as follows. In section 2, we introduce the studied data and preprocessing
steps. The proposedmethod is described in section 3. Subsequently, we present the experimental setting and
results in section 4.Discussion and conclusion are provided in sections 5 and 6, respectively.

2.Materials

Twodatasets fromAlzheimer’s disease neuroimaging initiative (ADNI) database (Jack et al 2008), including
ADNI-1 andADNI-2, were enrolled to evaluate the proposedmethod. According to standard clinical criteria,
such asmini-mental state assessment scores (MMSE) and clinical dementia rating, these subjects were divided
into two groups (NCandMCI).MCI subjects were further classified into stableMCI (sMCI) and progressive
MCI (pMCI) based onwhether theywould convert to ADwithin 36months after the baseline evaluation.Note
that subjects who appeared in both datasets were retained in ADNI-1 but removed fromADNI-2. Totally, the
ADNI-1 dataset consists of 98NC, 121 sMCI and 79 pMCI subjects, while theADNI-2 dataset contains 78NC,
138 sMCI and 65 pMCI subjects.More demographic information can be found in table 1.

AllMRI images were processed following a standard pipeline: (1) anterior commissure-posterior
commissure (AC-PC) correction, (2) intensity inhomogeneity correction usingN3 algorithm (Sled et al 1998),
(3) skull stripping and cerebellum removal with aBEAT4, (4) image registration to theColin27 template

Figure 1.The framework of our proposed network for dementia identification. The proposed network consists of the local
representation learning stage and dependency-aware global representation learning stage. The former stage containsmultipleDCSs,
each ofwhich consists of two branches of threeMFEunits and three SCFmodules, denoted as M ,i i 1

3
={ } P ,i i 1

3
={ } and S ,i i 1

3
={ }

respectively. Specifically, the ithMFEunits, i.e. Mi and P ,i are designed to extract ith level local features frommulti-modal patches.
And the ith SCFmodule, i.e. S ,i is applied to simultaneously learnmodality-sharable andmodality-specific representations from ith
levelmulti-modal features along the channel and spatial directions. Notably,multipleDCSs share the same network parameters
across different patch locations. In the latter stage, we employ the LRDCmodule tomodel long-range dependencies among local
representations. After integrating these local representation into the global ones, we feed them into dense layers forMCI
identification.

Table 1.Demographic information of the subjects included in the studied datasets (i.e. ADNI-1
andADNI-2).

Dataset Category Female/Male Age Education MMSE

ADNI-1 NC 38/60 75.7  4.7 15.9  3.1 28.9  1.1

sMCI 35/86 74.9  7.5 15.8  2.9 27.4  1.6

pMCI 31/48 75.0  6.7 15.8  2.7 26.8  1.7

ADNI-2 NC 62/28 71.9  5.8 16.2  2.5 29.2  1.1

sMCI 44/60 70.2  6.3 16.6  2.6 28.3  1.7

pMCI 29/40 73.1  7.0 16.5  2.6 27.3  1.8

4
https://www.nitrc.org/projects/abeat/
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(Holmes et al 1998) via SPM (Penny et al 2011). All PET images preprocessing contains following procedures: (1)
registering to theMRI image of the same subject, (2) using skull-stripped and cerebellum-removedMRI image
asmask to yield skull-stripped and cerebellum-removed PET image bymultiplication, (3) registering the above
PET image to theColin27 template by using the deformation field between the correspondingMRI image and
the template. Finally, all processed images were splitted into 36 non-overlapping patches with a size of
32× 32× 32.

3.Method

In this section, we introduce the proposedmulti-level fusion network in detail. For ease of understanding, we
also drew aflowchart ofMFN, as shown infigure 2. Specifically, wefirst pre-processed themulti-modal
neuroimages and extracted patches to build themulti-modal patch dataset. Subsequently, we utilizedmultiple
DCS and SCFmodules to learn local representation frompairedmulti-modal patches. Furthermore, the local
representation of patches extracted frommultiple locationswill be input into the LRDCmodule to learn the
global representation to perform the final classification. The detailed architecture of our proposed networks is
illustrated infigure 1 andwe further elobrate on each components in the following sections.

3.1. Local representation learning stage
The local representation learning stage, which containsmultiple DCSs, is constructed to learn local
representations. EachDCS consisting of two branches ofMFEunits and three SCFmodules (denoted as Si i 1

3
={ } )

is applied to extract local representation for the specific position. Specifically, themulti-modal patches sampled
from the same position ofMRI and PET images arefirst fed into two branches to learnmodality-specific
features.Withmulti-modal features of two branches, we devise a SCFmodule to integrate them into
comprehensive representations that preservemodality-sharable information andmodality-specific
characteristic simultaneously.

3.1.1.Modality-specific feature extraction units
As shown infigure 1, both branches contain threeMFEunits, which are denoted as Mi i 1

3
={ } and P ,i i 1

3
={ }

respectively, for extractingmulti-level features from the input patches. EachMFEunit contains a convolutional

Figure 2.The flowchart of the proposedMFNmainly consists of three parts: data pre-processing, local representation learning, and
dependency-aware global representation learning.We first feed the originalMR image data into the aBEAT for AC-PC correction,N3
correction, skull stripping, and cerebellum removal.Meanwhile, the original PET image is registered to the correspondingMR image,
further performing skull stripping and cerebellum removal using the processedMRI as themask. Then, the cerebellum-removed
multi-modal images are registered to theColin27 template and also extracted patches to construct the pairedmulti-modal patches
dataset. In the local representation learning stage, themulti-modal patches are fed into the correspondingmodality-specific feature
extraction units to extractmulti-level and -modal features. Using the proposed sine-cosine fusionmodule, we can learn the local
representation based on the features learned frommulti-modal patches extracted from the same position. Finally, in the dependency-
aware global representation learning stage, we fed the local representations into the long-range dependency capturemodule to learn
the dependencies among patches to construct the global representation, which is further fed into the dense layers tomake disease
prediction.
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layer and a dense block that are constructed to extract level-specific features. Specifically, the convolutional layer
of the firstMFE unit of two branches is a 1 1 1´ ´ convolutional layer with the stride of 1 to avoid the problem
of information dropout caused by early down-sampling, while the other two adopt a 3 3 3´ ´ convolutional
layer with the stride of 2 to halve the size of spatial resolution and yield higher-level features.Meanwhile, each
dense block inMFEunits contains three convolutional layers, which are connected densely to avoid gradient
vanishing andmaximize information flow.Notably, each convolutional layer is followed by batch normalization
andReLU activation operators to prevent gradient explosion and enhance network sparsity, respectively.
Moreover, all convolutional layers in the same unit share the same number of channel which is set to 16 2i´ for
ithMFEunit. Finally, featuremaps X D H W C

M
i i i i iÎ ´ ´ ´ and X D H W C

P
i i i i iÎ ´ ´ ´ of Mi and Pi will be fed into ith

SCFmodule, S ,i for exploringmodality-sharable andmodality-specific representations, where D ,i H ,i Wi and Ci

are the depth, height, width and channel of the featuremaps, respectively.

3.1.2. Sine-cosine fusionmodule
Various strategies can be used to fuse features fromdifferentmodalities (Liu et al 2018a, Fang et al 2020, Zhang
and Shi 2020). However,most of these strategiesmight not preserve bothmodality-sharable information and
modality-specific representations at the same time. Additionally, different channels and spatial positions in
featuresmapsmay contribute unequally to themodality-sharable andmodality-specific representations.
Therefore, we propose a SCFmodule that consists of channel-direction fusion and spatial-direction fusion
phases to learn features that simultaneously preservemodality-sharable andmodality-specific representations.
As shown infigure 3, eachmodule contains two blocks to learn features in the channel and spatial directions,
respectively.

Wefirst introduce the details of learningmodality-sharable andmodality-specific representations along
channel direction. Given the input features XM

i and XP
i for S ,i weuse two D H Wi i i´ ´ convolutional layers

with channel number of Ci to generate twomodality-specific representation vectors (i.e. v v, C
M
i

P
i 1 1 1 iÎ ´ ´ ´ )

for cross-modality feature learning. Notably, each convolutional layer is followed by batch normalization and
sigmoid activation operators tomap the feature into the range of [0, 1]. Then, we compute the difference vector

d dd v v , , ,C C
M
i

P
i 1 1 1 1i i= - = Î ´ ´ ´[ ]  where d j

j 1
3
={ } reflects the heterogeneity of the jth channel ofmulti-

modal features. Subsequently, we apply the cosine function to the difference vector d to yield amodality-
sharable coefficient vector ,cf which is defined as follows

d ddcos cos , , cos . 1c C1 if = =( ) [ ( ) ( )] ( )

It’s worth noting that dcos j( ) has a large value whenmulti-modal representations in the jth channel are close
to each other. Similarly, we also apply the sine function on the difference vector d to construct themodality-
specific coefficient vectors M

sf and ,P
sf which are computed by




d d d

d d d

sin sin , , sin ,

sin sin , , sin .

C

C
M
s 1

P
s 1

i

i

f

f

= =

= - = - -

( ) [ ( ) ( )]
( ) [ ( ) ( )]

Intuitively, M
sf is opposite to P

sf for highlightingmodality-specific characteristics. Subsequently, we yield
theweighted vectors that preserve themodality-sharable andmodality-specific characteristics by

w v

w v

,

. 2

M
i

M
i c

P
i

P
i c

M
s

P
s

f f

f f

= ´ +

= ´ +

( )

( ) ( )

Finally, the channel weightedmulti-modal features withmodality-sharable andmodality-specific
representations along channel direction can be computed as follows:

Figure 3.Architecture of the sine-cosine fusion (SCF)module formergingmulti-modal featurewith the same level into a
comprehensive pattern. Specifically, the SCFmodule consists of channel-direction and spatial-direction phases, which learn
modality-sharable andmodality-specific representations along channel and spatial directions, respectively.
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In the spatial-direction phase, wefirst calculate the differencematrix D between themulti-modal features
XMC

i and X .PC
i Then, we compute themodality-sharable coefficientmatrix (i.e. cF ), modality-specific

coefficientmatrices (i.e. M
sF and P

sF ) and the spatial weightedmulti-modal features XMS
i and XPS

i according to
equations (1)–(3), where XMS

i and XPS
i can be formulated as:

X X

X X

,

. 4

MS
i

MC
i c

PS
i

PC
i c

M
s

P
s

= ´ F + F

= ´ F + F

( )
( ) ( )

We further integrate themulti-modal features XMS
i and XPS

i into X D H W Ci i i i iÎ ´ ´ ´ by

X X X . 5i
MS
i

PS
i= + ( )

Then, the featuremap Xi is fed into a D H Wi i i´ ´ convolutional layer with channel number of 12 to
construct a ith level feature vector x .i 1 1 1 12Î ´ ´ ´ Finally,multi-level feature vectors from S ,1 S2 and S3 are
connected as local representations (i.e. x x x x, ,1 2 3 1 1 1 36= Î ´ ´ ´[ ]  ) for subsequent global representations
learning.

3.2.Dependency-aware global representation learning stage
Althoughmodality-sharable andmodality-specific representations can be learned by the dual-channel
backbones, they are local patterns and focus on region-specific information and ignore the dependencies among
brain regions (Lian et al 2018, Liu et al 2018b, Liu et al 2019). Inspired by (Wang et al 2018), we employ the LRDC
module to construct the global representations thatmodel long-range dependencies among local regions.

Given local representations ofN regions, we first reshape and concatenate them as a featurematrix
X x x, , ,N

N
1

1 36= Î ´ ´[ ]  where xk k
N

1={ } is the local representations of kth pair ofmulti-modal patches.
Subsequently, we apply three 1 1´ convolutional layers ,q ,y andj tomap the featurematrix X intoweight
matrices Q, K, and V that are denoted as

f W

f W

f W

X

X

X

Q ; ,

K ; ,

V ; . 6

=
=
=

q

y

j

( )
( )
( ) ( )

inwhichW ,q W ,y andWj are learnable weight of convolutional layers ,q ,y and ,j respectively. After that, these
threeweightmatrixes will explore the dependencies among local positions in the self-attentionmanner
(Vaswani et al 2017). Specifically, we first give Q, K, and V a new shape N36 1´ through a resize operation,
which contains N36 local features. Furthermore, we compute the correlation coefficientmatrix M N N36 36Î ´
by

Q KM softmax , 7T= Ä( ) ( )

whereÄ denotesmatrixmultiplication.Hence, the correlation coefficient mij in M reflects the dependency
between local features in ith and jth positions. Following that, wemultiply the correlation coefficientmatrix M
times V to get the correlationmatrix Y,which can be denoted as

Y M V. 8= Ä ( )

Furthermore, we yield the global representation F by

Wf YF ; X, 9Z= +( ) ( )

whereWZ is the learnable weight of1 1´ convolutional layer Z. Finally, the global representation F is fed into
two dense layers with 36 and 1 neuronswhich are followed by a sigmoid function to produce a subject-level
diagnosis.

3.3. Loss function
Weapply the binary cross-entropy as the loss function of our proposedmethod. Specifically, let I , y be the input
neuroimages and corresponding class label. The learnable parameters for the local representation learning and
dependency-aware global representation learning stages are denoted asWl andW ,g respectively. After getting the
prediction output y,ˆ the binary cross-entropy loss can be defined as

^ ^W WI y yLoss ; , log y 1 log 1 y . 10l g = + - -( ) · ( ) ( ) · ( ) ( )

The Loss will be propagated backwards to optimize the network parameters Wl andW .g
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3.4. Implementation details
Similar to (Lian et al 2020), to evaluate the generalization capability of differentmethods, allmodels were trained
onADNI-1 and evaluated onADNI-2. Additionally, we randomly selected 30% samples in ADNI-1 as the
validation dataset. The diagnostic performance was quantitatively evaluated in terms of four criteria, that is,
accuracy (ACC), sensitivity (SEN), specificity (SPE), and area under the receiver operating characteristic curve
(AUC).We trained the proposedMFNby setting themini-batch size and learning rate as 36 and 0.001,
respectively, and applying dropout with the rate of 0.5 tomultiple convolutional layers.We also applied the early
stopping strategy to select the bestmodel for test, i.e. when the loss reduction on validation dataset is less than
0.001 for 10 consecutive epochs, the training stopped and themodel was selected. All parameters were initialized
with ‘kaiming_normal’ (He et al 2015) and themodel was trainedwith the SGDoptimizer. In addition, all DCSs
share the sameweights to limit the number of learnable parameters. For competingmethods, we followed the
parameter settings in the literatures.We also performed delong-test for comparison between the proposed
method and other competingmethods.We used Pytorch package5 based on Python3.7 to implement all
comparisonmethods. All computationally intensive calculations were offloaded to a 12GBNVIDIARTX
2080Ti.

4. Experiments and results

In this section, wefirst introduce the experimental settings, including comparisonmethods, parameter settings,
and evaluation strategy. Subsequently, we compare our proposedmethodwith state-of-the-artmethods and
validate the effectiveness of the proposedmethod by ablation experiments. Finally, we also conduct
discriminative localization analysis for the proposedmethod.

4.1. Experimental settings
Wecompare our proposedmethodwith two conventionalmachine learningmethods, including landmark-
basedmorphologicalmethod (Zhang et al 2016) and voxel-basedmorphologicalmethod (Ashburner and
Friston 2000). Besides, we further compare the proposedmethodwith four recent deep learningmethods,
including twomono-modal approaches (i.e. 2.5Dnetwork (Kim et al 2021), multi-view separable pyramid
network (Pan et al 2020a)) and twomulti-modalmethods (i.e. deepmulti-modal fusion network (Zhang and
Shi 2020), path-wise transfer dense convolution network (Gao et al 2021)). The details of these six competing
methods are introduced as follows.

(1) Landmark-basedmorphologicalmethod (LBM): in the LBMmethod,K= 50 anatomical landmarks were
used to locate 2K 3Dpatches from the PET andMR images. From each patch, 100D local energy patterns as
features were extracted, and the features for different patches were concatenated as a 200K-D vector. Finally,
using these patch-level features, support vector regression (SVR) classifiers were trained to predict disease
progress.

(2) 2.5Dnetwork (2.5D-Net): the 2.5D-Netmethod used slices of three views of PETdata to construct 2DCNN
classifiers. Following (Kim et al 2021), we separated 3DPETdata into 2D slices from three views as the input
of 2D sub-networks to yield slice-wise predictions. Notably, 2D sub-networks shared the same architecture
but different parameters. Finally, we concatenated all slice-wise prediction values and then fed them into the
fully connected layer for thefinal prediction.

(3) Multi-view separable pyramid network (MiSePyNet): theMiSePyNetmethod constructed a 3DCNN-based
multi-scalemodel on thewhole-brainMR images. In linewith (Pan et al 2020a), wefirst constructed a slice-
wise CNN for each view at the starting layer in amulti-scalemanner to learn representations among slices.
After that, we fed the intermediate feature into spatial-wise CNNwhich is alsowith different scales of
convolutional kernels, to yield distinguishing spatial patterns for prediction tasks. Finally, we combined
featuremaps of different views and then fed them into fully-connected layers followed by a softmax function
for classification.

(4) Deepmulti-modal fusion network (DMF-Net): theDMF-Netmethod used slices filtered byAlexNet to
construct a three-branch 2Dnetwork for diagnosis. Specifically, in linewith (Zhang and Shi 2020), we first
appliedAlexNet to select slices of three views (i.e. Axial, Coronal and Sagittal) according to the classification
accuracy corresponding to each slice-dataset, where the slice-datasetmeans the slices located in the same
position ofmulti-modal neuroimages of all samples. Finally, we constructed a three-branch network, in

5
https://pytorch.org/
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which two branches are utilized to extractmodality-specific features and the other is used to fusemulti-
modal features for diagnosis.

(5) Pathwise transfer dense convolution network (PTDCN): the PT-DCN (Gao et al 2021)method gradually
learned and combined themulti-level andmulti-modal features of 3DMRI and PETdata through a path-
wise transfer deep convolution network for brain disease diagnosis. Specifically, the network contained two
paths of dense convolutional networks and three transfer blocks. Each path learned features from specific
single-modality data. Three transfer blocks fusedmulti-level intermediate features of two paths and then
fed themback into two paths for further analysis. Finally, last outputs of two pathswere concatenated and
then fed into two convolution layers and a fully connected layer for diagnosis.

4.2. Results ofMCIDiagnosis and conversion prediction task
Table 2 andfigure 4 report the experimental results and confusionmatrices of all comparisonmethodsonMCI
diagnosis andMCI conversion prediction tasks (i.e.MCI versusNCand sMCI versus pMCI), respectively. From
thefigure and table,we can observe four key points. First of all, comparedwith the conventionalmachine learning
approaches (i.e. LBMandVBM), the deep-learning approaches (i.e. 2.5D-Net,MiSePyNet,DMF-Net, PT-DCN,
andourMFN) largely improve the diagnostic performance,which demonstrates the significanceof learning task-
oriented features for brain disease diagnosis. Second, generally speaking, 3D-basedmethods (i.e.MiSePyNet, PT-
DCN, andMFN)obtain better performance than 2D-based approaches (i.e. 2.5D-Net andDMF-Net)on two tasks.
Actually,ADNI images contain highly complex patterns and individual-specific information. In 3D-based
methods, the 3Dconvolutional kernel can learn representations across slices simultaneously, which can aid in the
construction of spatial structural information to improve classification performancewhile the 2D convolutional
kernel is insufficient to capture it, thereby limiting theperformance.Moreover, the complexity (i.e. the sub-
network number) of 2.5D-Net is higher thanDMF-Net, whichmay fall into over-fittingwhendealingwith small-
size datasets,whereasDMF-Net pre-selects informative slices to improvediagnosis performance. Third,multi-
modal representations learning and fusion are crucial for improving diagnostic accuracy. For example, PT-DCN
andMFN,both ofwhichhave thebuilt-inmulti-modal fusionmechanisms, consistently outperformmono-
modalmethods on twodiagnostic tasks. As a 2D-basedmulti-modalmethod,DMF-Net yields better performance

Figure 4.The confusionmatrices achieved by seven differentmethods in theMCI diagnosis task (MCI versusNC) andMCI
conversion task (pMCI versus sMCI). The correspondingmodels are trained onADNI-1 and tested onADNI-2.

Table 2.Results ofMCI diagnosis andMCI conversion prediction tasks, which are obtained by different
methods trained onADNI-1 and tested onADNI-2, respectively. The best results aremarked in boldface. The
termdenoted by * represents that the results ofMFN are statistically significantly better than other comparison
methods (p< 0.05) using delong-test.

Method
MCI versusNC sMCI versus pMCI

ACC SEN SPE AUC ACC SEN SPE AUC

LBM 0.646 0.740 0.467 0.583* 0.671 0.565 0.740 0.697*

VBM 0.681 0.746 0.556 0.542* 0.728 0.551 0.846 0.553*

2.5D-Net 0.730 0.762 0.670 0.791* 0.732 0.615 0.806 0.784*

MiSePyNet 0.738 0.803 0.609 0.739* 0.797 0.765 0.817 0.832*

DMF-Net 0.731 0.728 0.736 0.786* 0.792 0.714 0.846 0.761*

PT-DCN 0.754 0.838 0.586 0.776* 0.803 0.739 0.846 0.818*

MFN 0.802 0.821 0.767 0.842 0.849 0.841 0.856 0.887
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than 2.5D-Net but is just comparablewithMiSePyNet, which demonstrates the effectiveness ofmulti-modal
fusion andalso the significance of 3D structural information in the classification tasks. Last but not least, regardless
of theMCI versusNCtaskor the sMCI versus pMCI task, our proposedmethodobtains the best performancewith
thehighestmetric values inmost cases.Comparedwith othermethods, several potential advantages exist in the
proposedmethod: (1)The input 3Dpatches enable thenetwork to learn spatial structural information and tomake
more robust decisions. (2)The SCFmodules learnmodality-sharable andmodality-specific representations from
multi-modal features of twobranches along spatial and channel directions. (3)The LRDCmodule captures the
dependencies amongposition-specific patterns to construct global features forfinal prediction.Wealso computed
theBrier score (Brier et al 1950) and intra-group standarddeviation (STD) to evaluate theperformance of four
deep learningmethods on two tasks byproviding the gap between theprediction value and the realistic target as
well as thepredictive variance of the same group.TheBrier score scatter charts and intra-groupSTDs are provided
infigure 5, inwhich the smallermeanvalue andSTDvalue indicate better performance and robustness,
respectively. From thefigure,we canobserve thatMFNcan achieve the best performance in termsof STDandBrier
scoremetrics on theNCversusMCI task.Moreover, although the 2.5D-Net can yield the smallest STDvalue on the
sMCI versus pMCI task, themeanBrier score is thehigher thanothers, indicating the enormous gap between the
prediction value and the realistic target.Meanwhile, theproposedMFNyields reasonable intra-group STDvalues
and ameanBrier score on the sMCI versus pMCI task, which verifies its robustness and superiority again.

4.3. Ablation study
The ablation experiments are designed to validate the effectiveness of each component in the proposedmethod. All
MFN-related variants canbedivided into three categories as follows. (I)Multi-level learning related: LetMFN-M1
andMFN-M2denoteMFNwith theDCS that only outputs the lowest-level features (i.e. x1) andhighest-level
features (i.e. x3) rather than comprehensivemulti-level features, respectively. (II) Sine-Cosine fusionmodule
related: letMFN-S1,MFN-S2,MFN-S3,MFN-S4, andMFN-S5denote theMFNwithoutmodality-sharable
exploration,modality-specificity exploration, spatial-direction fusion, channel- direction fusion, and the SCF
module, respectively. (III)Dependency-aware global representation learning related: letMFN-Ldenotes theMFN
without the LRDCmodule. The experimental results are shown in table 3, fromwhich several points can be found.
(I)The efficacy ofmulti-level learningmechanism.Wecan observe thatMFNoutperformsMFN-M1andMFN-
M2,which demonstrates that themulti-level features can help learn a comprehensive pattern including both
containingmorediscriminative information than shallow features (i.e. x1). (II)The efficacy of the sine-cosine

Figure 5.Brier score scatter charts (alongwith themean value and intra-group standard deviations) of the deep learningmethods on
two tasks: (a)NCversusMCI; and (b) sMCI versus pMCI. Themean value, positive-group, and negative-group standard deviations
are shown in black, red, and brown, respectively. And the positive and negative groups in (a) and (b) refer to theMCI andNCgroups
and the pMCI and sMCI groups, respectively.
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fusionmodule. It is not surprising thatMFN-S3,MFN-S4, andMFNworkbetter thanMFN-S5 since they execute
feature enhancement operations in the channel, spatial, and bothdirections, respectively, to keep low redundancy.
Also, the performance achieved byMFN-S1 andMFN-S2 (i.e. with the SCFmodulemerely exploringmodality-
specific andmodality-sharable representations) is superior to that ofMFN-S5 (i.e.without the SCFmodule),
which demonstrates the effectiveness of the SCFmodule in commonality and specificity explorationdirections.
Furthermore, the performance yielded byMFN-S1 is inferior to that ofMFN-S2. Apossible reason is that
modality-sharable representationmay bemore significant to identify dementia-induced abnormalities than
modality-specific information. (III)The efficacy of dependency-aware global representation learning.As expected,
when the local dependency correlations amongbrain regions are not fully utilized, the diagnostic performance of
MFN-Ldecreases significantly. Thismight be attributed to the fact that dementia-induced anatomical
abnormalities are distributed acrossmanybrain regions, so consideringmultiple local information collaboratively
will boost the diagnostic performance.

4.4.Discriminative localization analysis
It’s of great significance to identify potential biomarkers associatedwith the prognosis of dementia.We
randomly selected two subjects from two comparison groups inADNI-2 as the input to amodel trained on two
tasks to generate the corresponding cross-channel averaged intermediate feature to produce a disease attention
map (DAM). TheDAMs obtained in theMCI versusNC and sMCI versus pMCI tasks have shown infigures 6
and 7.We depicted eachDAM in 2D form from three perspectives (i.e. axial, coronal, and sagittal views). From
thesefigures, we can observe three key points. First of all, the proposedMFN consistently highlightsmultiple
parts at the locations of the hippocampus, frontal lobe, fusiform gyrus, amygdala, and thalamus for different

Figure 6. Illustration of theDAMs for four subjects in ADNI-2, including 2NC subjects (top) and 2MCI subjects (bottom), which are
generated by the S1 of themodel trained onADNI-1 in the task ofMCI diagnosis.

Table 3.Results ofMCI diagnosis andMCI conversion prediction tasks, which are obtained by different
MFN-related variants trained onADNI-1 and tested onADNI-2, respectively. The best results aremarked
in boldface.

Method
MCI versusNC sMCI versus pMCI

ACC SEN SPE AUC ACC SEN SPE AUC

MFN-M1 0.688 0.786 0.500 0.676 0.659 0.493 0.769 0.648

MFN-M2 0.726 0.798 0.589 0.755 0.763 0.696 0.808 0.822

MFN-S1 0.722 0.879 0.422 0.758 0.763 0.594 0.879 0.800

MFN-S2 0.745 0.740 0.756 0.808 0.815 0.725 0.875 0.868

MFN-S3 0.722 0.798 0.578 0.749 0.815 0.696 0.894 0.849

MFN-S4 0.749 0.809 0.633 0.803 0.821 0.826 0.817 0.866

MFN-S5 0.711 0.740 0.656 0.769 0.809 0.739 0.856 0.865

MFN-L 0.730 0.746 0.700 0.761 0.763 0.739 0.779 0.839

MFN 0.802 0.821 0.767 0.842 0.849 0.841 0.856 0.887

Figure 7. Illustration of theDAMs for four subjects in ADNI-2, including 2 sMCI subjects (top) and 2 pMCI subjects (bottom), which
are generated by the S1 of themodel trained onADNI-1 in the task ofMCI conversion prediction.
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subjects withMCI orNC. It implies that themodel can automatically focus on disease-related biomarkers to
improve diagnostic performance, given that the discriminative power of these brain regions for dementia
diagnosis has already been validated in previous studies (Wang et al 2007, Frisoni et al 2010, Zhang et al 2011,
Coupé et al 2012, Aggleton et al 2016, Liu et al 2017b). Second, themost discriminative brain regions are
consistent but have variant influences on different subjects. For example,mostDAMshighlight the thalamus,
while to varying degrees. It implies that the proposedMFNmethod is feasible for individualized diagnosis of
brain atrophies associatedwithMCI, which should be a valuable property in practice. Third, by comparing
figure 6withfigure 7, we can see that the concerning regions for the two tasks are partially different, although
they are largely consistent. For example, the lingual gyrus regions are highlighted formost subjects in the sagittal
view offigure 7, while not forfigure 6. It is worth noting that previous studies (Liu et al 2017b) have shown that
the lingual gyrus is an important biomarker for analyzing the progression of AD,which in some sense implies
that our proposedmethod is effective in task-oriented discriminative localization to predict disease progression.

5.Discussion

In this section, we discuss the influence of the patch size, the comparison results with some previous studies, and
limitations and futurework in sequence.

5.1. The influence of patch size
The proposed network consists of local representation learning and dependency-aware global representation
learning stages, inwhich the former stage aims to exploremulti-level features of patches and the latter one aims
to exploit the correlations among patches. Therefore, it is worth investigating that the influence of the input
patch size. In this section, we conducted experiments onmultiple networkswith different input patch sizes,
including 16, 24, 28, 32, 36, and 48.We trained thesemodels onADNI-1 and evaluated themon theADNI-2
dataset as before. The quantified classification results in terms of four differentmetrics (i.e. ACC, SEN, SPE, and
AUC) and the amount of patch corresponding to each size are listed table 4. From table 4, we canfind that the
proposed framework yields the best performancewhen the input size is equal to 32, while smaller or bigger
inputs lead toworse results. It can be attributed to two reasons: (1) the patches with a small size contain less
structural information that is necessary for the diagnosis. (2)A large patch size will reduce the quantity of
extracted patches, which in unbeneficial to constructing location dependency among patches for the LRDC
module. Fortunately, the patch size of 32 is a trade-off between enough structural information and a sufficient
number of patches.

5.2. Comparisonwith previous studies
In table 5, we roughly summarize and compare our results with those of several state-of-the-artmethods (Suk
et al 2014, Liu et al 2017a, Cui and Liu 2018, Lian et al 2018, Pan et al 2018, Li et al 2019, Spasov et al 2019, Zhou
et al 2019, Aderghal et al 2020,Hao et al 2020, Pan et al 2020b, Gao et al 2021) reported in the literature for AD
diagnosis using baselineMRI ormulti-modal data. The results presented in table 5 demonstrate that our
proposedmethod achieves comparable performance to state-of-the-artmethods inmost cases. Despitemaking
a direct comparisonmay not be entirely fair due to the varying number of subjects and inconsistent dataset
partitions, we can still draw some conjectures from the results. First, themulti-modal fusionmethods can learn
more discriminative information by exploring the comprehensive characteristics inherent inmulti-modal data
forMCI diagnosis. As shown in table 5, themulti-modal data-basedmodels (Suk et al 2014, Liu et al 2017a, Pan
et al 2018, Spasov et al 2019, Aderghal et al 2020,Hao et al 2020, Pan et al 2020b,Gao et al 2021) achieved
better performances on two tasks than single-modality data-basedmethods (Cui and Liu 2018, Lian et al 2018,

Table 4.Results ofMCI diagnosis andMCI conversion prediction tasks, which are obtained by theMFNmodel
with different patch sizes trained onADNI-1 and tested onADNI-2, respectively. The best results aremarked in
boldface.

size amount
MCI versusNC sMCI versus pMCI

ACC SEN SPE AUC ACC SEN SPE AUC

16 316 0.684 0.659 0.733 0.737 0.694 0.826 0.606 0.742

24 97 0.681 0.699 0.644 0.735 0.723 0.812 0.663 0.771

28 58 0.715 0.763 0.622 0.746 0.809 0.725 0.845 0.849

32 36 0.802 0.821 0.767 0.842 0.849 0.841 0.856 0.887

36 29 0.703 0.746 0.622 0.757 0.809 0.783 0.827 0.855

48 12 0.719 0.757 0.644 0.790 0.798 0.826 0.779 0.869
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Table 5.Abrief summary of the state-of-the-art studies based onADNI dataset forMCI diagnosis. The best results aremarked in boldface.

Method Modality Subjects
MCI versusNC sMCI versus pMCI

ACC SEN SPE AUC ACC SEN SPE AUC

(Lian et al 2018) MRI 429NC+ 465 sMCI+ 205 pMCI — — — — 0.809 0.526 0.854 0.781

(Cui and Liu 2018) MRI 223NC+231 sMCI+ 165 pMCI 0.746 0.773 0.700 0.777 0.750 0.733 0.762 0.797

(Li et al 2019) MRI 216NC+ 233 sMCI+ 164 pMCI 0.750 0.819 0.622 0.758 0.725 0.610 0.825 0.746

(Gao et al 2021) MRI+PET 427NC+ 332 sMCI+ 234 pMCI — — — — 0.753 0.708 0.784 0.778

(Pan et al 2018) MRI+PET 429NC+ 465 sMCI+ 205 pMCI — — — — 0.791 0.553 0.829 0.758

(Pan et al 2020b) MRI+PET 420NC+ 562 sMCI+ 146 pMCI — — — — 0.774 0.791 0.772 0.825

(Hao et al 2020) MRI+PET 52NC+ 56 sMCI+ 43 pMCI 0.845 0.940 0.662 0.810 0.778 0.674 0.855 0.760

(Suk et al 2014) MRI+PET 101NC+ 128 sMCI+ 76 pMCI 0.857 0.954 0.659 0.881 0.759 0.480 0.952 0.747

(Aderghal et al 2020) MRI+DTI 399NC+ 273MCI 0.785 0.777 0.814 0.796 — — — —

(Zhou et al 2019) MRI+PET+Genetic 211NC+ 205 sMCI+ 157 pMCI — — — — 0.743 — — 0.755

(Liu et al 2017a) MRI+PET+CSF 226NC+ 395MCI 0.800 0.862 0.688 0.805 0.790 0.608 0.925 0.797

(Spasov et al 2019) MRI+DTI+clinical 184NC+ 228 sMCI+ 181 pMCI — — — — 0.830 0.875 0.810 0.917

Proposed MRI+PET 188NC+ 225 sMCI+ 148 pMCI 0.802 0.821 0.767 0.842 0.849 0.841 0.856 0.887
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Li et al 2019) inmost situations, which demonstrates the significance ofmulti-modality neuroimages inMCI
diagnosis. Second, the increases of datamodalitiesmight boost classification performance by providing
informative specific views forMCI. For instance, comparedwith two-modality data-basedmodels (Pan et al
2018, 2020b, Gao et al 2021), three-modality data-basedmethods (Liu et al 2017a, Spasov et al 2019) further
improved the diagnosis performance in theMCI conversion task.Notably, the significant improvement ofHao
et al (2020) and Suk et al (2014) on theMCI diagnosis taskmight benefit from the different data partitioning
strategies, i.e. they are evaluated by cross-validation on a relatively small dataset. Third, comparing three-
modality data-basedmodels (Liu et al 2017a, Spasov et al 2019, Zhou et al 2019), the deep-learningmethod
(Spasov et al 2019) can achieve better performance than the conventionalmachine-learningmethods (Liu et al
2017a, Zhou et al 2019). A possible reasonmight be that the deep learningmethods integrate feature extraction
andmodel construction into a unified framework, while themachine learningmethods are based on hand-
crafted features thatmaymismatchwithmodels and lead to suboptimal performance. Though only using two
modalities of data, ourMFN still performs better thanmostmethods, which can be attributed to: (1) extracting
multi-level feature representations formulti-modal neuroimages to enhance the feature robustness; (2) learning
the underlying correlation betweenmulti-modal neuroimages for feature fusion; (3) exploring the dependency
correlation among local patches to construct robust global features to boost the diagnostic performance.

5.3. Limitations and futurework
Although our proposedmethod achieves superior results in automaticMCI diagnostic tasks, its performance
and generalization capacity could be further improved in the future by carefully dealingwith the following
limitations or challenges. First, in our current implementation, the input patches are sampled across the entire
brain in a non-overlappingmanner. Considering the abnormities caused by dementia are subtle and
concentrated in pathological positions, itmight be reasonable to extend our proposedmethod by using clinical
prior knowledge to extract discriminative patches centered on disease-related landmarks. Second, the network
pruning strategy can be used into ourmethod to purify informative patches after pre-training the network.
Third, it is worth noting that the datasets studied in this paper have different imaging data distributions due to
different scanners (i.e. 1.5 T and 3 T scanners for ADNI-1 andADNI-2, respectively). Hence, incorporating the
domain adaptation strategy into our current frameworkmight enhance its generalization capability. Finally, due
to the expensive cost and radiation injury ofmulti-modality neuroimages, not all subjects have complete data,
which has remained a common challenge inADdiagnosis based onmulti-modality neuroimages. In this paper,
we discard themodality-incomplete subjects, which could decrease the dataset’s size and degrade the generality
and accuracy of the classificationmodel. Inspired by Liu et al (2022), a promising direction is to evaluate a virtual
PET image based on its relevancewith the correspondingMR image and extractmulti-modal features in the
generation process to ensure the feature’s reliability.

6. Conclusion

In this paper, we propose amulti-level fusion network formild cognitive impairment identification usingmulti-
modal neuroimages that consists of local representation learning and dependency-aware global representation
learning stages. Specifically, in the local representation learning stage, we constructmultiple DCSs, each of
which consists of two branches ofMFE units and three SCFmodules, to learn local representations which
preserve bothmodality-sharable andmodality-specific representations. ThreeMFEunits in each branch are
designed to extractmulti-levelmodality-specific features while the SCFmodules are devised to learnmodality-
sharable andmodality-specific representations frommulti-modal features of two branches. In the dependency-
aware global representation learning stage, we employ the LRDCmodule tomodel the correlations among local
representations and integrate them into global ones forMCI identification. On theADNI public dataset with 561
subjects, the effectiveness of our proposedmethod onMCI versusNC and sMCI versus pMCI tasks has been
extensively evaluated. Comparedwith several state-of-the-art CADmethods, our proposedmethod achieves
better or at least comparable classification performance, especially in the relatively challenging task ofMCI
conversion prediction.
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